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Abstract Although fMRI constrained EEG source

imaging could be a promising approach to enhancing

both spatial and temporal resolutions of independent

fMRI and EEG analyses, it has been frequently re-

ported that a hard fMRI constraint may cause severe

distortion or elimination of significant EEG sources

when there are distinct mismatches between fMRI

activations and EEG sources. If estimating actual EEG

source locations is important and fMRI prior infor-

mation is used as an auxiliary tool to enhance the

concentration of widespread EEG source distributions,

it is reasonable to weaken the fMRI constraint when

significantly mismatched sources exist. The present

study demonstrates that the mismatch problem may be

partially solved by extending the prior fMRI activation

regions based on the conventional source imaging re-

sults. A hard fMRI constraint is then applied when

there is no distinct mismatch, while a weakened fMRI

constraint is applied when there are significant mis-

matches. A preliminary simulation study assuming

different types of mismatches such as fMRI invisible,

extra, and discrepancy sources demonstrated that this

approach can be a promising option to treat mis-

matched fMRI activations in fMRI constrained EEG

source imaging.

Keywords EEG source imaging � Multimodal

neuroimaging � Inverse problem � Functional magnetic

resonance imaging (fMRI) � Electroencephalography

(EEG)

1 Introduction

Temporal resolution of functional magnetic resonance

imaging (fMRI) is highly limited due to relatively slow

hemodynamic responses in spite of its excellent spatial

resolution. On the contrary, electroencephalography

(EEG) and magnetoencephalography (MEG) have

superior temporal resolutions compared to fMRI,

allowing studies of the dynamics of neural networks

that occur on the order of tens of milliseconds. How-

ever, the spatial resolution of EEG and MEG do not

match that of fMRI due to their limited number of

sensors and ambiguity in the electromagnetic inverse

problem [8]. Therefore, many researchers have at-

tempted to combine the two different modalities to

estimate brain functional activations with enhanced

spatial and temporal resolutions.

An equivalent current dipole (ECD) model can be

an option for the multimodal data fusion. The most

widely used approach is to place small numbers of

rotating dipole sources in fMRI activation foci and

localize them using nonlinear fitting algorithms [1, 24,

25, 43]. Opitz et al. [33] and Torquati et al. [40] con-

strained the dipole locations and/or orientations based

on the anatomical and functional priors, and then

investigated temporal changes of the dipoles. These

simple combinations of multimodal data can solve

conventional problems of the ECD model in that the

numbers and initial locations of the ECDs cannot be

estimated a priori. However, these approaches still

have some potential problems. If single dipoles are
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placed at each focus of fMRI activation, the discrete

dipoles may not properly represent the large spatial

extent of some activation [12, 41]. Moreover, it was

observed in some simulation studies that constraining

multiple dipole sources in all possible fMRI activation

foci might yield considerable error if some ECD

locations were not correctly estimated [12, 27].

Contrary to the ECD model, the distributed source

model, sometimes called EEG/MEG source imaging,

assumes many current dipoles scattered in source

spaces, and then estimates the orientations and/or

strengths of the dipoles using linear or nonlinear esti-

mation methods. Based on this basic idea, Dale and

Sereno [6] first proposed constraining the source space

into anatomically known locations (interface between

white and gray matter of the cerebral cortex extracted

from an MRI) and orientations (perpendicular to the

cortical surface), and then weighting the estimate

based on a priori information. The distributed source

approaches can be readily incorporated with fMRI

data. The most straightforward way to impose the

fMRI constraint upon the distributed source recon-

struction is to restrict the possible source spaces to

locations exceeding a threshold predetermined for

fMRI statistical analyses [14, 35]. According to Liu

et al.’s study [27], however, the results of this approach

are very sensitive to generators of EEG or MEG sig-

nals that are not detected by fMRI. They also revealed

that such distortion or misidentification could be con-

siderably reduced by giving a constant weighting factor

to the diagonal terms of the source covariance matrix

in a linear inverse operator. They demonstrated from

Monte-Carlo simulations that the optimal fMRI

weighting for the non-activation regions should be

10% of that for the activation regions, in order to

minimize the distortion. Some groups have used dif-

ferent weighting values, e.g., Wagner et al. [43] and

Babiloni et al. [3], but their basic concepts are still the

same as that of the previous study [27] in that they also

gave different weighting factors to sources inside and

outside the fMRI activation regions.

When using such fMRI constrained EEG or MEG

source imaging, the widespread EEG/MEG source

distribution can be spatially more focalized. Moreover,

the use of the fMRI prior information can reduce

spurious or phantom sources generated due to the ill-

posedness of EEG/MEG inverse problems. On the

other hand, the EEG or MEG can provide temporal

information for the static fMRI results [5, 8, 26–28].

In practice, however, there frequently exist severe

mismatches between fMRI and EEG/MEG sources

[34, 42]. These mismatches are bound to occur due to

the limited spatial sensitivity pattern of EEG/MEG

sensors and the limited time resolution of fMRI [2,

15].

The fMRI mismatched activations can be classified

into three types: fMRI extra sources, fMRI invisible

sources, and fMRI discrepancy sources. Some source

activity may be located or oriented such that there is

little electromagnetic field outside of the head. Exam-

ples of this are radially oriented sources in MEG and

deep closed field sources in EEG, for which the activity

patterns are such that the total macroscopic current is

cancelled out. All of these examples could generate

significant fMRI activation, but not in EEG or MEG.

Furthermore, the fMRI activations can be detected

where there are no neuronal activities because the

fMRI signal is sensitive to parameters reflecting energy

consumption [36], e.g., neurotransmitter release and

uptake, vesicular recycling, and maintenance of mem-

brane potentials. These kinds of sources are usually

referred to as ‘fMRI extra sources’, which have been

generally ignored in many studies due to their slight

effect on the fMRI constrained source estimates [2].

On the other hand, some actual EEG/MEG sources

cannot be detected in fMRI, which have been referred

to as ‘fMRI invisible sources’. Some neuronal sources,

which are active only for a short time period, may be

detected in EEG or MEG, but do not appear in fMRI

results since fMRI integrates brain activity over time.

The other type of mismatches, fMRI discrepancy

sources, originates from an intrinsic discrepancy be-

tween fMRI and EEG/MEG due to the fundamental

difference between hemodynamic and electrophysio-

logical processes [5, 9, 31].

The crucial problem here is that the fMRI con-

strained EEG inverse solutions are still sensitive to the

existence of such significant mismatches when the

conventional weighting approaches are applied [2, 21,

29], and the mismatches may cause severe distortions

or eliminations of meaningful neuronal sources.

Therefore, if one aims to identify the actual EEG

source locations and uses the fMRI prior information

as an auxiliary tool to enhance the concentration of the

widespread EEG source distributions, it may be a

better choice not to use the fMRI constraint when se-

vere mismatches between fMRI and EEG sources are

observed [15, 42].

The present study demonstrates that the mismatch

problem may be partially solved by extending the prior

fMRI activation regions based on the conventional

source imaging results. When there are significant

EEG sources lying outside fMRI activation regions,

the prior regions are automatically expanded to in-

clude the missing EEG sources into the prior activation

regions. Although some loss of focality in the resultant
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EEG source images is inevitable, we can estimate more

plausible EEG source locations instead. The use of this

new approach rarely affects the results of fMRI con-

strained EEG source imaging if no major mismatch

between the two modalities is detected; on the other

hand, the new results become similar to those of con-

ventional EEG source imaging without fMRI con-

straint if the mismatch level is significant. A

preliminary simulation study performed by the author

showed that this new approach may be useful to cor-

rect some discrepancy sources [22]. In the present

study, the feasibility of the approach is verified more

systematically using various simulations with artificially

constructed EEG data assuming different kinds of

mismatches such as fMRI invisible, extra, and dis-

crepancy sources.

2 Methods

2.1 Forward and inverse methods

Since synchronously activated pyramidal cortical

neurons, which are oriented perpendicularly on the

cortical surface, are widely believed to be the main

EEG and MEG generators, many recent studies have

adopted this physiological phenomenon as a basic

anatomical constraint in EEG or MEG source imag-

ing [3, 4, 6, 8, 23]. To impose the anatomical con-

straint, many dipolar sources were placed on the

cortical surface, which had been extracted and

tessellated from subjects’ structural MRI data. To

reduce the number of possible source locations, a

smaller number of vertices were then down-sampled

from the cortical surface as regularly as possible and

used for source reconstruction purposes; whereas the

original mesh information was used only for visuali-

zation purposes [10, 26]. In the present study, about

15,000 vertices were down-sampled from more than

400,000 original cortical vertices.

To reconstruct the cortically distributed brain sour-

ces, we used a linear estimation approach [6, 8]. The

expression for the inverse operator W is:

W = RAT(ARAT + k 2C)�1; ð1Þ

where A is a lead field matrix that relates source

locations to scalp electrodes, R is a source covariance

matrix, and C is a noise covariance matrix. The source

distribution can be estimated by multiplying the mea-

sured signal at a specific instant x by W. If we assume

that both R and C are scalar multiples of an identity

matrix, this approach becomes identical to minimum

norm estimation [28]. In this study, the source covari-

ance matrix R was assumed to be a diagonal matrix,

which means that we ignored the relationships between

neighboring sources. The lead field weightings [16, 26]

were imposed on the lead field matrix to compensate

for the sensitivity difference according to the source

depth. In this study, a pre-stimulus time window was

used to calculate C [26, 28]. k2 is a regularization

parameter and was determined using the L-curve

method [18].

The author imposed the fMRI constraint by giving

different weighting values to the diagonal terms of R.

Without considering fMRI priors, R is an identity

matrix. When fMRI constraints were imposed, the

diagonal terms of R were set to 1 for source locations

within fMRI activation regions, and 0.1 for source

locations outside fMRI activation regions [27, 28] in

order to minimize the distortion of source patterns

stemming from both fMRI visible and invisible sources

[27].

In the present study, a realistic geometry head

model was used for accurate EEG forward calculation

[17, 20]. A first order node-based boundary element

method (BEM) was applied to construct the lead field

matrix. Three-layer tessellated boundary surfaces,

consisting of inner and outer skull boundaries and a

scalp surface, were generated. For all realistic simula-

tions performed in the present study, the MNI standard

brain atlas (http://www.mrc-cbu.cam.ac.uk/Imaging/

Common/mnispace.shtml#evans_proc) was utilized.

The relative conductivity values of brain, skull, and

scalp were assumed to be 1, 1/16, and 1, respectively

[19, 32]

2.2 Modifying prior activation regions

As mentioned before, fMRI constrained EEG source

imaging might result in incorrect EEG source esti-

mates when the fMRI activation regions do not cover

the actual EEG source locations. Figure 1a and b show

schematic diagrams to elucidate the influence of false

fMRI information. As depicted in Fig. 1a, the fMRI

constrained inverse solution can be more focalized

than the conventional linear inverse solution, when

fMRI prior activation regions cover the actual source

locations. As seen in Fig. 1b, however, fMRI con-

strained source imaging can cause distorted or false

source estimates when there are severe mismatches

between fMRI prior activation regions and actual

neuronal source locations.

To tackle this problem, the author first recon-

structed distributed EEG sources at every time slice

of a complete time window without any functional a
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priori information, and then calculated the ‘partial

time integration’ value at every source point using:

Ji ¼ max

ZDt

0

jiðtÞdt;

Z2Dt

Dt

jiðtÞdt; . . . ;

ZnDt

ðn�1ÞDt

jiðtÞdt

8><
>:

9>=
>;;

ð2Þ

where Ji is the partially integrated source intensity at

ith cortical vertex, ji(t) is the source intensity at time

slice t, and Dt is the time interval when the entire time

window is divided into n sub-windows. The time

interval Dt should be carefully determined by consid-

ering how short the signal duration can be. The

parameter cannot be implicitly determined, but should

be determined empirically according to the users’

experience. If a user wants to localize spike-like sour-

ces, the time interval should be as short as 10 ms. If a

user does not want to consider the fMRI invisible

sources, he can set the value to be the entire time

window. In the present simulation, we set the interval

at 30 ms, considering the simulated source patterns.

More implicit or recommended values can be given

after exhaustive simulation and experimental studies,

which will be conducted in the future.

The author then calculated an average of the par-

tially integrated source intensities, denoted as QAVE,

for the cortical vertices that belong to the given fMRI

activation regions. Then, the source points outside the

given fMRI activation regions, of which the integrated

source intensities exceeded QAVE, were included in the

new prior activation regions, while preserving the ori-

ginal (given) fMRI activation regions. Figure 1c and d

show schematic diagrams elucidating the present ap-

proach. If the approach is applied to an example as

shown in Fig. 1a, where the fMRI activation regions

cover all actual neuronal sources, the extension of the

prior activation regions may not be considered because

no significant activations exceeding QAVE are found

outside the fMRI activation regions (Fig. 1c). Then,

the resultant fMRI constrained EEG source estimates

will not be very different from the conventional fMRI

constrained source estimates. On the other hand, when

the present approach is applied to an example as

shown in Fig. 1b, where one significant missing source

exists outside the fMRI activation regions, the regions

around the missing source location are included in the

new prior activation regions since the EEG source

estimates around the neuronal source are significant

enough to exceed the QAVE value (Fig. 1d). As shown

in the figures, the use of the present approach may fail

to yield a concentrated source distribution, which is

one of the main advantages of fMRI constrained EEG

source imaging. Instead of sacrificing the focalized

source distribution, however, more accurate source

locations can be identified [22].

The present approach can be used to correct fMRI

invisible sources as well as fMRI discrepancy sources,

but cannot correct fMRI extra sources. As mentioned

before, the fMRI extra sources do not significantly

affect the solution.

Fujimaki et al. [12, 13] applied a similar idea to

fMRI-constrained MEG dipole source localization.

They added candidates of fMRI invisible dipoles by

MEG-only analysis and investigated the temporal

Fig. 1 Schematic diagrams to elucidate the influence of mis-
match sources upon the estimated source images and the new
technique concept a fMRI activation regions cover two actual
source locations; b fMRI activation regions do not cover one of
the neuronal source locations. Solutions of fMRI constrained
source imaging might be distorted when a fMRI activation
region cannot cover actual neuronal source locations; c when the
fMRI activation regions cover all of the actual neuronal sources,
the extension of the prior activation regions is slight because no
significant activations exceeding QAVE are found outside of the
fMRI activation regions; d when one significant missing source
exists outside the fMRI activation regions, the neuronal source
location is included in the new prior activation regions since the
EEG or MEG source estimates around the neuronal source are
significant enough to exceed the threshold value
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variation of the fMRI invisible and visible sources.

Although the approach is different, their study indi-

rectly supports the author’s idea of a distributed source

approach.

3 Simulation results and discussions

Neuroelectromagnetic inverse problems (NIP) are

hard to verify by in-vivo experiments because exact

source locations inside a real human brain cannot be

estimated a priori. For that reason, artificially con-

structed forward data have been widely used to vali-

date NIP algorithms [23, 38]. Hence, in the present

simulation study, artificially constructed EEG data

assuming realistic conditions were used. 128 electrodes

were attached to a participant’s scalp according to the

extended 10–20 electrode system. To utilize anatomical

information, the interface between white and gray

matter was extracted from MRI T1 images of the MNI

standard brain [7, 11] and tessellated into 865,712 tri-

angular elements and 432,654 vertices, using BrainSuite

developed in the University of Southern California

[39].

For the present simulation study, we assumed the

four cortical sources shown in Fig. 2, which were ori-

entated perpendicular to the cortical surface. The

temporal variations of the dipole intensities were as-

sumed as follows:

Source 1:

J ¼ �10�4ðt � 100Þ2 þ 1 ð0 � t\200 msÞ
¼ 0 ð200 � t\400 msÞ

Source 2:

J¼�10�4ðt� 200Þ2þ 1 ð100� t\300 msÞ
¼ 0 ð0� t\100, 300� t\400 msÞ

Source 3:

J ¼ �10�4ðt � 300Þ2 þ 1 ð200 � t\400 msÞ
¼ 0 ð0 � t\200 msÞ

Source 4:

J¼�1=9�10�2ðt�200Þ2þ1 ð170� t\230msÞ
¼0 ð0� t\170,230� t\400msÞ

The locations and latencies of the assumed sources

were arbitrarily chosen, i.e., their locations and laten-

cies do not reflect any actual brain activations. After

calculating electric potentials at every electrode

assuming a 500 Hz-sampling rate, we added real

background EEG signals starting from –400 ms, which

were obtained from a pre-stimulus period of a practical

EEG experiment. The original signal without noise was

scaled so that the signal-to-noise ratio (SNR) was

approximately 7 dB. The SNR was calculated as a ratio

of powers between the signal time window (0–400 ms)

and noise time window (–400 to 0 ms). The dipole

intensities of the assumed sources did not require any

physical unit because the author scaled the simulated

EEG signal so that the SNR was 7 dB. Figure 3 shows

the source waveforms and the artificial EEG signals

with respect to time.

Before applying the present approach to the simu-

lated EEG signals, we first reconstructed EEG source

images using the conventional linear inverse operator

without fMRI constraint at every time slice (from –400

to 400 ms). The time-varying source intensity at every

cortical vertex was then partially integrated using (2)

with Dt = 30 ms, resulting in a possible significant

source map shown in Fig. 4. We can see from the figure

that the partially integrated source distribution cor-

rectly represents the rough locations of the presumed

cortical sources. When the integration was performed

for the entire time window, the activation around

Fig. 2 Locations of four
cortical dipole sources
assumed to simulate a
realistic EEG signal
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source four was not clear since the duration of the

activation was relatively short.

In the present simulation study, five different cases

of fMRI activation regions with similar areas were

assumed as follows:

Case 1: perfectly matching: all fMRI activation re-

gions cover the actual EEG source locations.

Case 2: one fMRI invisible source: there exists one

fMRI invisible source—fMRI activation regions

do not cover Source 4.

Case 3: one fMRI discrepancy source: three fMRI

activation regions cover actual EEG source

locations (Sources 2, 3, and 4), but the other

fMRI activation region does not cover Source 1.

Case 4: two fMRI discrepancy sources: two fMRI

activation regions cover the location of Sources

3 and 4, but the other two regions do not cover

the actual source locations (Sources 1 and 2).

Case 5: fMRI extra source: all fMRI activation re-

gions cover the actual EEG source locations,

but one fMRI activation region, which covers

Source 1, has an extra area not relevant to an

EEG source location.

The fMRI activation regions were produced inde-

pendently regardless of the resultant EEG source

images. After evaluating the QAVE, source points

outside the original fMRI activation regions, of which

the integrated source intensities exceeded the QAVE,

were included in the new prior activation regions while

maintaining the original fMRI activation regions. Fig-

ure 5 shows the comparison between original and

modified prior activation regions, where newly added

regions are filled with a different color. It can be seen

from the figures that the prior activation regions were

extended to include the missing EEG source locations,

when there are significant mismatches between fMRI

prior activation regions and actual EEG sources.

The author then compared the source distributions

reconstructed at three time slices (100, 200, and

300 ms), under three different conditions: (1) no fMRI

constraint; (2) with original fMRI prior activation re-

gions; (3) with modified (extended) prior activation

regions. Figure 6 shows the reconstructed source dis-

tributions for Case 1, where the normalized current

Fig. 3 Simulated source waveforms and EEG signals with a real
background EEG signal (SNR = 7 dB) a assumed source
waveforms; b simulated EEG signals

Fig. 4 Possible significant
source map obtained from
partial time integration of
conventional source estimates
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dipole power (the sum of squared dipole component

strengths) was used for visualization purposes and

small noisy sources with normalized power values be-

low 0.1 were excluded from the visualization. The

following facts can be observed from the figures: (1)

More concentrated source distributions could be esti-

mated by using the fMRI prior information as a func-

tional constraint; (2) When the fMRI prior activation

regions cover all of the actual source locations, the

source distributions estimated with modified prior

activation regions were similar to those estimated with

original prior activation regions, although somewhat

extended activations were found around Source 4.

Figure 7 shows the source distributions recon-

structed for Case 2, when there is one fMRI invisible

source. From the figures, the following facts are

Fig. 5 Five different cases of
fMRI activation regions and
comparison with modified
prior activation regions: Case
1: no mismatch source; Case
2: one fMRI missing source;
Case 3: one fMRI discrepancy
source; Case 4: two fMRI
discrepancy sources; Case 5:
one fMRI extra source.
Please compare the fMRI
activation locations with the
actual source locations shown
in Fig. 2. The numbers in the
first column represent the
number of cases. Cortical
surfaces shown in second and
third columns represent
original and modified prior
regions, respectively

Fig. 6 Normalized current
dipole power at 100, 200, and
300 ms, estimated for Case 1
under three different
conditions (no fMRI
information, with original
prior activation regions, and
with modified prior activation
regions). Sources that exceed
0.1 are visualized.
SNR = 7 dB
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observable: (1) The fMRI constrained EEG source

images estimated with original prior activation regions

cannot properly detect the missing source location; (2)

Although there is some loss in the concentration of the

source distribution, we could identify the proper loca-

tions of Source 4 when the source images were

reconstructed with modified prior activation regions.

Figures 8 and 9 show the source distributions recon-

structed for Case 3 and Case 4, respectively, when one or

two EEG sources are not matched with the original prior

activation regions. As seen from the source estimates,

the use of false fMRI information resulted in the severe

distortion or misidentification of EEG source distribu-

tions. On the contrary, the use of modified prior regions

resulted in more widespread source images compared to

the original fMRI constrained source images, although

we could identify the actual source locations more

appropriately. It was also observed that more mis-

matched sources yielded more widespread source dis-

tributions. Nevertheless, it seems obvious that

widespread but reasonable source distribution is still

more useful than the inaccurate source identification

with focal distribution, in many practical applications.

Figure 10 shows the reconstructed source distribu-

tions for Case 5, when one fMRI activation region

covers unnecessarily a vast area. These results show

one possible drawback of the present approach. Since

such extra fMRI activation regions reduce the value

of QAVE, the modified prior activation regions be-

come wider than that of the normal case (Case 1),

resulting in more widespread source distributions.

Nevertheless, this approach is thought to be still

worthwhile because sacrificing focal source distribu-

tion to a certain extent is sometimes better than

Fig. 7 Normalized current
dipole power at 100, 200, and
300 ms, estimated for Case 2
under three different
conditions (no fMRI
information, with original
prior activation regions, and
with modified prior activation
regions). Sources that exceed
0.1 are visualized.
SNR = 7 dB

Fig. 8 Normalized current
dipole power at 100, 200, and
300 ms, estimated for Case 3
under three different
conditions (no fMRI
information, with original
prior activation regions, and
with modified prior activation
regions). Sources that exceed
0.1 are visualized.
SNR = 7 dB
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missing significant EEG source locations. Thus, the

use of this approach is fully dependent upon the

users’ choice, i.e., users should determine which result

is more meaningful.

4 Discussions and conclusions

The present realistic simulation study demonstrates

that significant mismatches between fMRI and EEG

sources, which may cause misidentification of actual

neuronal source locations, can possibly be considered

in fMRI constrained EEG source imaging. This ap-

proach extended the prior activation regions by

including significant EEG sources, of which the

adjacent areas were identified by partial time integra-

tion of conventional source imaging results without

a priori information, into the modified prior activation

regions. Such a strategy allows users to selectively ap-

ply the fMRI constraint to the EEG source imaging. In

other words, the use of this approach rarely affects the

results of conventional fMRI constrained EEG source

imaging if no major mismatch between the two

modalities is detected; while the new results become

closer to those of typical EEG source imaging without

an fMRI constraint if the mismatch level is significant.

The use of the present approach is fully dependent

upon the users’ preferences. If a user gives high priority

to obtaining a concentrated EEG source distribution

with the aid of functional prior information, he has no

need to apply the approach to the fMRI constrained

EEG source imaging. However, he might fail to re-

cover some significant fMRI invisible sources or esti-

mate false source locations due to false fMRI

Fig. 9 Normalized current
dipole power at 100, 200, and
300 ms, estimated for Case 4
under three different
conditions (no fMRI
information, with original
prior activation regions, and
with modified prior activation
regions). Sources that exceed
0.1 are visualized.
SNR = 7 dB

Fig. 10 Normalized current
dipole power at 100, 200, and
300 ms, estimated for Case 5
under three different
conditions (no fMRI
information, with original
prior activation regions, and
with modified prior activation
regions). Sources that exceed
0.1 are visualized.
SNR = 7 dB
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information. If the user aims to identify actual neuro-

nal source locations and uses the fMRI functional

information as an auxiliary tool to improve the speci-

ficity of the source images, the present approach can be

a useful tool. As seen from the simulation results, some

loss of concentration in the reconstructed source ima-

ges may be inevitable if the new approach is adopted.

Instead, he can identify the proper locations of fMRI

invisible and discrepancy sources even when there are

significant mismatches between the two modalities.

Thankfully, the loss of focality was not significant when

the mismatch level was not severe. Please note that

even when there are two discrepancy sources, the

estimated source images were still better than the ‘no-

prior’ case (Fig. 9).

Nevertheless, there are some potential limitations

that should be studied further. First, one should be

careful when applying the present method to deep

brain sources. Let us assume an fMRI prior region in

the deep brain, within which the estimated source

intensity using EEG alone is much weaker than in the

superficial portions of the brain. The algorithm might

end up with having significantly larger superficial cor-

tical surface areas be included as the additional spatial

priors or even extending the spatial priors onto the

entire cortical surface. In such a case, deep fMRI

activation will not help guide the imaging of deep

electrical sources, which may be one of the most

appealing features of using fMRI as a spatial con-

straint. Therefore, if one wants to apply the present

approach to such a case, he should bear in mind that

the benefits from the fMRI constrained EEG analysis

might be lost. Conversely, if we assume that the fMRI

prior region exactly covers one of the EEG sources in a

very superficial cortical area, the average partial time

integration within the fMRI prior region is likely to be

greater than the partial time integration at any other

source point, even with the existence of fMRI invisible

sources at deeper locations. Therefore, the author

recommends applying the present method to the

superficial cortical sources as shown in the simulation

studies.

Recently, some researchers have also tried to solve

this mismatch problem. Sato et al. [37] used Bayesian

estimation for the fMRI constrained MEG inverse

solution and showed that their approach can reduce the

influence of fMRI extra sources compared to the con-

ventional Wiener estimation approach. Alfors [2]

showed that use of two regularization parameters may

reduce the influence of fMRI invisible sources on the

reconstructed fMRI constrained MEG source images.

More recently, Liu et al. [30] have shown that use of

Twomey regularization may help to reduce the influ-

ence of fMRI invisible sources and fMRI extra sources.

The three different approaches have shown that

reducing the influence of mismatched sources may be

possible to some extent. However, the recovery of

fMRI invisible sources was not complete because they

reduced the fMRI constraint strength in their ‘inverse

operators’ when there were mismatches between fMRI

and EEG (or MEG) source images. Thus, the recov-

ered source strengths were much smaller than the ac-

tual ones. Contrary to their approach, the present

approach extended the fMRI activation region to re-

cover the mismatched EEG sources, resulting in com-

plete recovery of the actual source strength. Similar to

the present study, a loss of focal source distribution was

also reported in previous works when the fMRI invis-

ible source was considered in the inverse solution.

The present approach is an alternative technique to

tackle technical problems in current multimodal neu-

roimaging methods. Ideally, more neuroscience studies

should be conducted to reveal the origin of mismatch

sources, which may enable us to understand the com-

plex mechanisms of neuronal interactions and build a

large-scale neural network model that can completely

elucidate the differences between fMRI and EEG

generators. The present study addresses fMRI con-

strained EEG source imaging, but it can also be ap-

plied to fMRI constrained MEG source imaging

without any modifications since the inverse algorithms

for EEG source imaging are identical to those for

MEG source imaging. Further studies should be con-

ducted to apply the present approach to more

exhaustive simulations like the Monte-Carlo simula-

tions and human in-vivo data analyses.
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