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This paper proposes a novel approach to enhancing results of magnetoencephalography cortical source imaging. The proposed ap-
proach utilizes bell-shaped functions defined on an inflated cortical surface, which has one-to-one correspondence with original tessel-
lated cortical surface. The coefficients of the functions are then determined using sensitivity analysis with conjugate gradient updating
scheme. Applications of the approach to a simulation study and a practical experiment have resulted in more stable and smoother brain
source distribution, compared to conventional linear inverse approach.

Index Terms—Brain surface inflation, cortical source imaging, inverse problem, magnetoencephalography (MEG).

1. INTRODUCTION

HE ABILITY to explore regional functions of a brain

has attracted permanent interest of many neuroscientists.
Among various brain mapping techniques, magnetoencephalog-
raphy (MEG) is becoming an indispensable method in many
clinical applications and neuroscience due to its superior tem-
poral resolution [1], [2]. The main object of the MEG inverse
problem is to reconstruct and localize the human brain electrical
sources using magnetic field measurement outside the head.
To localize the electric sources inside the brain, various source
assumptions and reconstruction techniques have been proposed
[2]. For example, equivalent current dipole (ECD), distributed
source model, and scan methods such as multiple signal
classification (MUSIC) and synthetic aperture magnetometry
(SAM) have been proposed. Among them, the distributed
source model with minimum-norm estimation (MNE) has
been widely studied since Hamildinen and Ilmoniemi [3],
[4]. Their MNE selects the solution where the L2-norm of
the current distribution was smallest. This fundamental study
has led several modifications [5]. For example, low-resolution
electrical tomography method (LORETA) gave deeper sources
the same opportunity of being nicely reconstructed by the
MNE [6]. Iterative focalization approaches such as FOCal
Underdetermined System Solution (FOCUSS) were proposed
to solve the underdetermined inverse problem more effectively
and reconstruct more focalized solutions [7].

Recently, to reduce the dimension of the source space,
anatomical constraints have been widely used. Dale and Sereno
first proposed constraining the source space into anatomically
known locations (interface between white and gray matter
of the cerebral cortex) and orientations (perpendicular to the
cortical surface), and weighting the estimate based on a priori
information [8]. To use the anatomical constraints, cortical
surface was extracted from MRI data and tessellated using
numerous triangular elements [9]. After their work, most recent
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publications on the distributed source model have adopted
the anatomical constraints [10], [11]. The anatomically con-
strained distributed source model is usually called a cortically
distributed source model or cortical source imaging. The use of
anatomical constraints considerably enhanced robustness and
accuracy of the solution, compared to the conventional volume
pixel (voxel)-based reconstruction.

However, the cortical source imaging still has some problems
to be solved as follows. 1) Because neuronal current flow gen-
erally generates very small magnetic field, about several tens of
fT, considerable noise components are added to measured data.
To stabilize the solution, one should introduce some special reg-
ularization techniques, which is still a problem being studied ac-
tively [5], [8], [12]. 2) The cortical source imaging suffers from
unwanted spurious sources or many local peaks due to the highly
underdetermined relationship between the number of unknowns
(point sources defined on tessellated cortical surface; over sev-
eral thousand) and that of measured data (less than a few hun-
dred) [10]. 3) If we regard that the tessellated cortical surface is
sufficiently accurate, constraining the orientations of scattered
sources as well as the positions of them is physiologically plau-
sible since actual generators of MEG signals are arranged per-
pendicularly to the cortical surface. However, the authors found
that the orientation constraints usually made the distributions
of cortical sources to be discontinuous, especially around gyri.
The main reason for the problem is that radial sources (normal
direction to conductor surface) located on gyri generate smaller
magnetic field than tangential ones on sulci [1]. The discontin-
uous source distribution makes it difficult for one to estimate
and characterize actual brain activations.

In this paper, a novel approach to enhance reconstructed
source images is proposed. We first inflated tessellated cortical
surface into a sphere [9], and then assumed a spatial function
defined on the sphere. The function was defined as the sum-
mation of several bell-shaped functions, which was once used
for electrical impedance tomography (EIT) in two-dimensional
space [13]. The function represents spatial distribution of source
strength. Because the vertices on the tessellated cortical surface
have one-to-one correspondence with those on the inflated
sphere, we could express brain activations on the actual cortical
surface using the spherical function. The parameters of the
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Fig. 1. Concept of one-to-one correspondence characteristic between original
and inflated cortical surface meshes. Colors represent node numbers.

spherical function were determined using sensitivity analysis
with conjugate gradient (CG) updating scheme [14]. The value
of an error function was calculated in the real source space;
while that of source distribution was estimated in the spherical
domain. In this paper, we applied the proposed approach to a
simulation study and a practical experiment, and found that
most of local peaks and discontinuities were eliminated and
smoother images could be obtained, compared to linear inverse
approaches.

II. METHODS
A. Conventional Approach—Linear Inverse Estimation

For comparison, we applied a linear estimation approach [8],
[11] to reconstruct distributed brain electrical sources. The ex-
pression for the inverse operator W is

W =RAT(ARAT + C)! (1)

where A is the lead field matrix that relates point sources to
sensors [1], R is a source covariance matrix, and C is a noise
covariance matrix. The source distribution can be estimated by
multiplying W by the measured signal at a specific instant. If
we assume that both R and C are scalar multiples of identity
matrix, this approach becomes identical to minimum norm es-
timation [11]. In our study, we assumed the source covariance
matrix R to be a diagonal matrix, which means that we ignored
cross relationships between neighboring sources [11]. The noise
covariance matrix C was also set to be a diagonal matrix under
the assumption that common noise components were eliminated
during signal processing.

B. One-to-One Correspondence Characteristic

A brain cortical surface was extracted from MRI T1 image
(256 x 256 x 200, voxel size for each direction: 1 mm) and tes-
sellated into about 350 000 triangular elements including about
170000 vertices. To extract and tessellate the cortical surface,
we applied BrainSuite, developed at the University of Southern
California, CA [15]. The cortical surface was also inflated into
a sphere using the same software. During the inflation, total
number of nodes and information on mesh connectivity were
preserved. Fig. 1 shows the corresponding node information be-
tween original cortical surface and inflated sphere. Colors in the
figures represent node numbers. We can see from the figures that
all the vertices included in the original cortical surface can be
mapped onto the corresponding vertices on the inflated sphere
and can have their own spherical coordinates (angles). Gener-
ally, the inflated cortical surface has been used for visualization

1985

Fig.2. Boundary element meshes (inner skull boundary). Note that the cortical
surface was not included in the boundary element analysis. The cortical surface
tessellation was used only for locating dipolar sources.

purpose in order to present the source distribution more intu-
itively [9]. In this paper, however, it will be directly used for the
brain source reconstruction, for the first time.

C. Proposed Approach

A function used for the spherical mapping was defined as the
summation of the following bell-shaped functions:

bi

1+ (%)2

where 6 is an angle between peak of the single function and
an evaluating point. To evaluate the bell-shaped function, four
parameters should be determined: a;, b;, and two angular co-
ordinates of the peak position, fp; and ¢p ;. In this paper, the
single function represents one brain activation around the peak
position, §p; and ¢p;. The value of b; determines the magni-
tude of the activation; whereas that of a; determines range of
the activation. Because all vertices on a tessellated cortical sur-
face have one-to-one correspondence with those on the inflated
sphere, the current source intensity at each vertex of original
cortical surface can be evaluated by substituting a coordinate of
the corresponding sphere vertex for §. Then, magnetic field at
each sensor can be calculated using the evaluated source inten-
sity. On the other hand, the objective function to be minimized
was defined as

fi= ()

E=Bm-B)T(Bm—B.) 3)
where By, is a measured magnetic field vector at sensors and
B, is a calculated magnetic field vector. For the calculation of
the magnetic field, we applied boundary element method (BEM)
[1], [2]. It has been frequently reported that just considering
inner skull boundary is sufficient for the MEG calculations [16],
[17]. The boundary surface was composed of 1016 elements and
510 nodes. Fig. 2 shows the boundary element meshes and the
tessellated cortical surface.

To evaluate parameters of the bell-shaped function, the gra-
dient of the objective function was calculated. Because it is hard
to relate the spherical function and calculated magnetic field
using a simple mathematical expression, the gradients (dF /da;,
dE/db;, dE/dfp;, and dE/dpp;) were evaluated using nu-
merical differentiation.

To update the parameters, a conjugated gradient (CG) up-
dating scheme was applied. During the iteration, the maximum
value of a; was restricted to prevent an activating region from
expending too much. In this study, we set the value to be
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Fig. 3. Locations of three cortical patches to simulate realistic MEG data.

mw/45(rad) from our experiences. Initial value of b; should
be assumed to be a very small value, not zero, because initial
gradients of other parameters needed to be calculated. In this
study, the CG iteration stopped when the total sum of the gradi-
ents decreased below a predetermined value (1% of the initial
value). After the updating processes, some small activations
below a noise level were eliminated from final distribution.

III. A SIMULATION STUDY USING FORWARD DATA

The inverse technique introduced in previous chapter was ap-
plied to artificially constructed forward data. We assumed real-
istic conditions obtained from a practical measurement that will
be used again in the next chapter. The sensor layout used for the
simulation was a 204-channel whole-head SQUID gradiometer
system (http://www.neuromag.com).

For the forward calculation, we placed three cortical activa-
tion patches, of which the locations are shown in Fig. 3. The
cortical patches were generated using the following process. 1)
A point is selected as a seed of an activation patch area. 2) The
patch area is extended by including neighboring vertices around
the patch. 3) If the total area of the cortical patch exceeds an
aimed surface area, the extension of the activation patch is ter-
minated. The source intensity patterns I given to vertices inside
the patches were defined as follows:

Patch A:
I=—hx107%t—-1002+h  (0ms <t < 200 ms)
=0 (200 ms < t < 400 ms)
Patches B and C:
1=0 (0Oms <t < 200ms)

= —hx107*t—300)2+h (200 ms < t < 400 ms).
where the value of h was determined by means of a trial-and-
error process in order to make the calculated magnetic field sim-
ilar to the measurement data. After the forward calculation of
magnetic field assuming 600-Hz sampling rate, we added real
brain noise to each sensor. The brain noise was obtained from
prestimulus period of a practical experiment and scaled in order
for signal-to-noise ratio to be approximately 10. Fig. 4 shows
the finally constructed signal patterns for 204 channels with re-
spect to simulated time.

We first reconstructed source distributions at times of 100
and 300 ms using conventional linear inverse estimation. For
imposing an anatomical constraint in linear inverse estimation,
the tessellated cortical surface was sampled to be about 10 000
dipole locations. Fig. 5 shows the source distributions estimated
at 100 and 300 ms using the linear inverse estimation. In the
reconstructed images, many local peaks and discontinuity
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Fig. 4. Simulated MEG signals. Real brain noise (SNR = 10) was added to
each sensor.
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Fig. 5. Source distributions reconstructed by linear inverse estimation at
100 ms (left) and 300 ms (right). Brighter color represents higher intensity.
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Fig. 6. Distributions of the bell-shaped function: (a) at initial stage, (b) at
100 ms, (c) at 300 ms. Brighter color represents higher intensity.
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Fig. 7. Source distributions reconstructed by spherical mapping approach at
100 ms (left) and 300 ms (right). Brighter color represents higher intensity.

along the gyri are observed as expected. Then, we applied
the proposed spherical mapping approach at the same time
slices. Fig. 6(a)—(c) shows the distributions of the bell-shaped
function at initial stage (49 peaks to make overdetermined
relationship), at 100 ms, and at 300 ms, respectively. Fig. 7
shows the resultant distributions of sources mapped on the real
cortical surface.
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Fig. 8. MEG waveform averaged over 90 trials and filtered to 0.3-20 Hz.
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Fig. 9. Source distributions reconstructed by linear inverse estimation (left)
and spherical mapping approach (right). Brighter color represents higher
intensity.

It can be easily seen from the results that the spherical map-
ping approach yielded smoother images along the cortical sur-
face and eliminated unnecessary ripples included in the conven-
tional results, which will make it easier to identify and charac-
terize estimated source distribution.

IV. APPLICATION TO A PRACTICAL EXPERIMENT

The proposed approach was applied to a simple MEG exper-
iment. Auditory evoked field (AEF) was measured using the
204-channel MEG system introduced in the previous simula-
tion, after stimulating a pure tone sound to a subject’s left ear.
Fig. 8 shows the measured MEG waveform. It is a very well
known fact that an auditory evoked response at 100 ms (N100m)
usually appears around Sylvain fissure in temporal lobe of the
opposite hemisphere [18]. Fig. 9 shows the source distributions
reconstructed by the linear inverse estimation and the spher-
ical mapping approach. From the results, the same conclusions
could be made as in the previous simulation.

V. CONCLUSION

In this paper, a new approach to enhance reconstructed brain
source images using spherical function approximation was
proposed. The approach utilized inflated cortical surface, which
has been used only for visualization purpose, to reconstruct
smoother source images on highly curved cortical surfaces. Its
applications to simulation and experimental studies showed
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improved source distributions, which were easier to identify
and characterize, compared to a conventional linear inverse
estimation. Further studies should be continued to reduce
increased computational cost, which stems from nonlinear
optimization processes used for the approach.
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