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In this paper, a new hybrid approach to reconstruct more accurate brain functional source images from electroencephalography is
proposed. The proposed approach combines extended source model and focal underdetermined system solution algorithm. Feasibility
studies with realistic simulation data and the epilepsy patient’s data demonstrate that continuous, as well as focalized, brain electrical
source images can be reconstructed utilizing the proposed approach.
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I. INTRODUCTION

ELECTROENCEPHALOGRAPHY (EEG) source imaging
is a kind of electromagnetic inverse problems which

inversely estimates neuronal electrical source distribution on
human brain cortex from noninvasive measurements of electric
potentials at multichannel scalp electrodes [1]. Since most
EEG generators (neuronal sources) are confined within very
thin ( 4 mm) gray matter of the cerebral cortex, of which the
primary current directions are oriented perpendicularly to the
outmost surface, recent studies have restricted possible source
space only on the cortical surface. The source intensities were
then estimated using various inverse algorithms [1]–[5].

The reconstructed sources, however, are usually very wide-
spread and discontinuous due to various external disturbances,
brain noises, ill-posed characteristics of the inverse operator,
lack of regularization schemes, etc. [4], which makes it difficult
for us to estimate true source locations precisely. To solve those
problems, two antithetical types of methods have been used:
smoothing-type methods such as low resolution elecmagnetic
tomography (LORETA) [6] and extended source model [7]; fo-
cusing-type methods such as norm estimation

[8] and focal underdetermined system solution (FOCUSS)
[9]. The source distribution by the smoothing-type methods is
very continuous, but often too widespread, while that by the
focusing-type methods is too focalized or discontinuous to de-
scribe actual source extension.

Some studies have tried to combine the two different kinds of
methods. The self-coherence enhancement algorithm (SCEA)
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[10] and the shrinking LORETA/FOCUSS [11], [12] are two
examples which tried to combine LORETA and FOCUSS. Due
to the intrinsic characteristic of LORETA which requires spa-
tial Laplacian in the regularization operator, however, those al-
gorithms are very difficult to be applied to the cortical source
imaging which uses irregular cortical surface elements. Another
approach was to combine extended source model with norm
estimation [7]. Although the extended source model was readily
applicable to the highly folded cortical surface sources, the hy-
brid approach had two major problems: 1) the norm esti-
mation requires heavy computational cost because of the non-
linear optimization using linear program-ing algorithms; 2) the
focalization level cannot be readily controlled without changing

. Please note that the change of value also requires another
time-consuming nonlinear iteration.

In this paper, we combined the extended source model and
FOCUSS to reconstruct continuous as well as focalized brain
source images in a more efficient manner. Any inexperienced
users can readily control the smoothness and focalization level
in the hybrid approach and then quickly and precisely obtain
brain source images which describe actual source distribution.
This approach was applied to realistic EEG simulations and
epilepsy patient’s data and compared with conventional ones.

II. METHODS

A. Anatomical and Physiological Constraints for EEG
Cortical Source Imaging

As briefly introduced before, main EEG generators are ori-
ented in parallel, perpendicular to the cortical surface. Nowa-
days, this physiological phenomenon has been adopted success-
fully and used as a basic anatomical constraint in EEG source
imaging [1]–[5]. The source imaging with the anatomical con-
straint resulted in elimination of spurious sources [2], as well
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as reduction of crosstalk distribution [3], compared to conven-
tional voxel (volume pixel) based imaging techniques.

To impose the anatomical constraint, many dipolar sources
are placed on cortical surface, usually on the interface between
white and gray matter of the cerebral cortex extracted from
structural MRI, which is relatively easier to be detected than
the other borders [13]. We can further constrain each of these
dipolar sources to be normal to the surface. Then, the strengths
of the dipolar sources are determined using linear ( norm) or
nonlinear ( norm) estimation methods [1], [4]. To determine
proper locations and orientations of the scattered sources, the
cortical surface is usually tessellated into huge number of trian-
gular elements, the number of which often exceeds several hun-
dreds of thousands. Developments of medical image processing
techniques and high resolution structural MRI enabled us to get
high resolution cortical surface with submillimeter modeling er-
rors [13]. Unfortunately, however, it is computationally ineffi-
cient to use whole cortical surface vertices for the source recon-
struction considering intrinsic spatial resolution of EEG. To re-
duce the number of possible source locations, small number of
vertices is downsampled from the cortical surface as regularly
as possible and used for source reconstruction purpose, whereas
the original mesh information is used only for visualization pur-
pose [14].

B. Conventional Linear Inverse Estimation

The variable of the conventional source model is the current
intensity of each dipolar source. Then, the relation between the
current intensity and the measured data can be expressed as

(1)

where is a column vector gathering the measurements on
sensors at a given time instant; is a column vector made of the

corresponding current source intensities; is the
lead field matrix; is a perturbation or noise vector. The lead
field is defined as electromagnetic quantity of th sensor
induced by th dipolar source with unit intensity. In the present
study, boundary element method (BEM) considering realistic
geometry head model [15] was applied for forward calculation.

We used a linear estimation approach [4] to reconstruct cor-
tically distributed brain sources. The expression for the inverse
operator is

(2)

where is a source covariance matrix and is a noise covari-
ance matrix. The source distribution can be estimated by mul-
tiplying the measured signal at a specific instant by . In
this work, the source covariance matrix was assumed to be a
diagonal matrix, which means that we ignored relationships be-
tween neighboring sources. Prestimulus time window was used
to calculate . is a regularization parameter and was deter-
mined using an L-curve method [16].

C. Extended Source Model and FOCUSS

Extended source model assumes spatially distributed func-
tions centered at every source location and then estimates their

coefficients [9]. In this work, we used a Gaussian function de-
fined at a source location as

(3)

where is the functional value at an arbitrary point ,
is the Euclidean distance between th source location and ,

is the maximum of the th source, and is a predetermined
constant which controls extension of the source. The Gaussian
source approximation is physiologically plausible because the
actual brain source activation is decaying from a certain center
position and smoothly diminished at the border [7], [17]. Then,
current source intensity at th source location can be eval-
uated by summing the functional values at as

(4)

Equation (4) can be rewritten as a matrix form ,
where is a vector consisting of coefficients .
The relationship between measured electrical potential vector
and the current source intensity vector then becomes

(5)

The vector is estimated by applying the linear inverse oper-
ator , where the processes are the
same as the conventional approach in (2) except for matrix.

FOCUSS [9] is a kind of recursive weighting algorithms
which imposes ‘probability to be estimated’ on each source
according to previous current intensity values. We reflected the
values to the diagonal terms of , as follows:

(6)

where is the th diagonal term of , the superscript rep-
resents rhw th iteration, is the maximum current inten-
sity, and for all . Since the FOCUSS iteration re-
quires only inversion of matrix ( is usually not
more than 128) and a single matrix multiplication process, the
increment of computational cost is not significant compared to
the norm estimation, which requires time-consuming linear
programming iteration. Moreover, one can readily control the
smoothness and focalization level of the source distributions just
by adjusting in (3) and the number of FOCUSS iteration.

III. SIMULATIONS AND RESULTS

Neuroelectromagnetic inverse problems (NIP) are hard to be
verified by in vivo experiments because exact source locations
inside of a real human brain cannot be estimated a priori. Thus,
artificial forward data simulated with cortical patches are widely
used to validate the NIP solutions [18].

A. Simulation Setups

We adopted realistic conditions to construct artificial EEG
data. We assumed 128 electrodes that were attached on a
subject’s scalp. To utilize anatomical information, interface
between white and gray matter was extracted from MRI T1
images of a standard brain model and tessellated into 865 712
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Fig. 1. Boundary element model for EEG forward calculations.

Fig. 2. Example of cortical patch activations: Three simultaneous Gaussian dis-
tributed sources were assumed in both hemispheres.

triangular elements and 432 654 vertices using BrainSuite
software package [19]. For more accurate forward calculations,
a three-layer boundary element model (Fig. 1), consisting of
inner and outer skull boundaries and scalp surface, was used
[15]. 5 372 boundary elements and 2 748 surface nodes were
generated from the same structural MRI data. Cortical patches
to construct artificial EEG data were made of a set of dipoles
with Gaussian distributed current intensity profile and orien-
tations perpendicular to the tessellated cortical surface. The
maximum of the Gaussian function was set as

ms ms

ms ms

After calculating electrical potentials at the 128 electrodes as-
suming 200-Hz sampling rate, we added real brain noise, which
was obtained from a prestimulus period of a practical EEG ex-
periment. The original signal without noise was scaled in order
for SNR to be approximately 7 dB. Fig. 2 shows an example of
the assumed cortical patch activations.

B. Intuitive Comparisons

We compared brain source images obtained from five dif-
ferent cases: (Case I) Conventional linear inverse estimation
without smoothing or focusing steps; (Case II) Extended source
model with mm; (Case III) Extended source model
with mm; (Case IV) three FOCUSS iteration on Case
I result; (Case V) four FOCUSS iteration on Case IV result.
Fig. 3 shows the source estimates at 100 ms applied to an ex-
ample shown in Fig. 2. It can be seen from the figures that the
source distributions obtained from the conventional technique
are discontinuous and include many noisy sources. As seen in
Fig. 3(b) and (c), larger value of results in more widespread
and smoother source distribution. The application of FOCUSS
algorithm to the conventional source model focalized the orig-
inal source distribution, but the distribution was still discontin-
uous [see Fig. 3(d)]. On the contrary, we could get focalized as
well as continuous source distribution by using the proposed hy-
brid approach, as presented in Fig. 3(e).

Fig. 3. Source distributions applied to EEG activations shown in Fig. 2 under
different cases. (a) Case I: Conventional MNE. (b) Case II: Extended source,
� = 10 mm. (c) Case III: Extended source, � = 20 mm. (d) Case IV: Three
FOCUSS iteration in Case I result. (e) Case V: Four FOCUSS iteration in Case
III result.

TABLE I
AVERAGED DF AND NSS VALUES FOR FIVE CASES (100 SIMULATIONS)

C. Quantitative Comparisons

For more quantitative comparisons, two assessment criteria
called degree of focalization (DF) and the number of spurious
solutions (NSS) were introduced [20]. DF is defined as source
power contained in patch areas exceeding a certain threshold
(0.1 here) divided by overall source power. Thus, higher DF
implies that the method can reconstruct more focalized source
distribution. NSS represents the number of local peaks outside
the patch areas, where the local peak is defined as a point which
has larger value than any neighboring points. Thus, larger NSS
implies that larger numbers of noisy or spurious sources are gen-
erated. We generated 100 artificial EEG data sets from different
source locations and evaluated the DF and NSS values of Case
I–Case V. We can see from the results presented in Table I that
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Fig. 4. Normalized source distribution estimated from various methods:
(a) conventional model, (b) extended source (� = 10 mm), (c) FOCUSS
(iteration = 3), (d) proposed hybrid method (� = 10 mm, and iteration = 3).

1) the use of extended source model (Cases II and III) signifi-
cantly reduced spurious sources (small NSS), but resulted in too
widespread distributions (small DF); 2) the use of FOCUSS al-
gorithm (Case IV) enhanced focal characteristic (large DF), but
still showed significant number of spurious sources (large NSS);
3) the use of the proposed model (Case V) enhanced both focal
characteristic (large DF) and smoothness of the images (small
NSS) and yielded most compromising estimates.

IV. PRACTICAL APPLICATION—EPILEPSY DATA

Benign Rolandic epilepsy of childhood (BREC) is a common
primary partial epilepsy syndrome, which usually appears to
children under age of 15 [21]. Interictal spike waveform of a
child whose spike can be viewed as bilaterally synchronous
discharge (BSD) was measured using a 45-channel scalp EEG
system. The EEG source distribution was reconstructed at a
major spike peak. Fig. 4 shows the epileptic source distribution
reconstructed using different techniques. It can be seen from
Fig. 4(a) that the conventional inverse estimation resulted in
very widespread and discontinuous source images as observed
previously in simulation studies. Fig. 4(b)–(d) shows the
source estimates obtained from the extended source model

mm , FOCUSS iteration , and the proposed
hybrid approach. It can be seen from the results that the ex-
tended source model and FOCUSS resulted in too widespread
and discontinuous distributions, respectively, to identify exact
locations or extensions of actual sources; while the proposed
approach could yield better brain source images.

V. CONCLUSION

In this study, a new hybrid approach which combines the ex-
tended source model and the FOCUSS algorithm to reconstruct
brain electrical source images more accurately and efficiently.
Quantitative simulation studies and clinical data analysis
demonstrated that the proposed approach can be a promising
technique to overcome the tradeoff between smoothness and
focalization in brain source estimation. This approach can be
applied to magnetoencephalography source imaging as well
since both MEG and EEG use the same inverse operators.
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